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Agenda

▪ Introduction – Elements of Text Analytics

▪ Development –Categorization, Data Extraction

▪ Text Analytics Applications

▪ AI and Text Analytics

– Building a Text Analytics and Gen AI Foundation

▪ Questions / Discussions
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Introduction: KAPS Group

▪ Network of Consultants and Partners - 2002

▪ Text analytics consulting: Strategy, Development-taxonomy, text 
analytics foundation & applications, Prompt Engineering

▪ Mini-Projects – get started or take to next level

– Strategy-TA & Gen AI, Mini-POC - Categorization

▪ Partners – Expert AI, Synaptica, SAS, Smartlogic,  Lexalytics, BA 
Insight, BiText

▪ Clients: Genentech, Novartis, Northwestern Mutual Life, Financial 
Times, Hyatt, Home Depot, Harvard, British Parliament, Battelle, 
Amdocs, FDA, GAO, World Bank, IMF, IFC, Dept. of Transportation, 

RWJF, IDG/Foundry, etc.

▪ Presentations, Articles, White Papers – www.kapsgroup.com

▪ Program Chair – Text Analytics Forum – Nov. 20-21

http://www.kapsgroup.com/
http://www.text-analytics-forum.com/2017/
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A treasure trove of technical detail, likely to become a definitive 

source on text analytics – Kirkus Reviews 

Book signing
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Text Analytics Forum (TAF) Introduction

Elements of Text Analytics

▪ Auto-categorization -  Statistical – Rules

– Brains of the outfit: (Rules) Makes everything else smarter

– Sentiment Analysis – positive & negative, attitudes

• Advanced - racial equality, social media analysis 

▪ Data Extraction – entities, concepts, events, facts

– Analytical applications, enhance search - facets

▪ Supplemental – NLP, summarization, variety of analytical

– NLG – Language generation

– Text Mining – NLP, feed analytical apps, terms for categorization
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Case Study – Categorization & Sentiment
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Data Extraction Auto-Categorization

Structured Data Tagged Content,

Enterprise LLM

Search, KM, Sentiment Analysis, Trend Analysis, Topic 

Discovery, Chat, Customer Support, Fraud Detection, 

Analytical Apps, ETC. ETC,

Content

Concepts

Text 

Analytics

Semantics

Applications

Documents, Feeds, Social Media Posts, Text, 

Metadata, etc.

Taxonomy – Ontology – Knowledge Graphs

Text Analytics and GenAI in the Enterprise
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Text Analytics Software – Full Platform

Essential Functionality

▪ Taxonomy – structure for auto-cat, minimum management

– Orthogonal categories, good hierarchy 

▪ Content – multiple document types, conversion, translation

– Importance of good example documents for each category

▪ Rules – categorization, disambiguation – programming language

▪ Terms – manage sets of terms – few to 100’s

▪ Testing – apply rules and generate scores

– Analytics – quality of rules

– Testers – SMEs, end users – need multiple to overcome bias

▪ Supplemental

– Text mining
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Text Analytics Workshop

▪ Text Analytics Development
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Text Analytics Development: Categorization Basics

▪ Representation of domain knowledge – taxonomy, ontology

▪ Categorization – Most basic to human cognition

– Most difficult to do with software

– Subject, tacit knowledge, sentiment, expertise

▪ Beyond Categorization – making everything else smarter

– Disambiguation – within categorization and entity extraction

▪ No single correct categorization

– Women, Fire, and Dangerous Things
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Intel Mini-POC

Categorization Techniques – Two Basic Approaches

▪ Machine Learning – Bayesian, Vector space, CNN, RNN

– Create a statistical/neural net signature and compare new 
content 

– Results are poor, difficult to improve, needs large numbers of 
representative documents

▪ Categorization language -  AND, OR, NOT

• Advanced – DIST(#), ORDDIST#, PARAGRAPH, 
SENTENCE

• Good results, flexible and power – DIST, etc.

• Need to learn a categorization language 
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Text Analytics Workshop

Machine/Deep Learning and Rules

▪ Claim – ML is faster to develop – only if unsupervised – typically 
bad results

▪ Selecting documents takes time and effort – and difficult to do 
well

▪ Rules (and Taxonomy) can provide structure and better training 
sets

▪ ML can provide terms for rules

▪ Current trend – how to combine

▪ One solution is content model – statistical based on sections
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Text Analytics Development: Categorization Process

Start with Taxonomy and Content

▪ Starter Taxonomy - If no taxonomy, develop  initial high level

• Textbooks, glossaries, Intranet structure

• Organization Structure – facets, not taxonomy

▪ Analysis of taxonomy – suitable for categorization 

– Structure – not too flat, not too large, Orthogonal categories

– Best = rich synonyms – starter cat rules

▪ Selection of “training sets” – 20-50-100 per category

– SME input, search logs, information interviews

– Trick – category name in file name

▪ Automated selection of training sets 

– Taxonomy nodes as first categorization rules

▪ Social Media – external searches

– Sentiment – Forums – ranked posts – 1-5
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Text Analytics Workshop

Text Analytics Development: Categorization Process

▪ Start:  Term building – from content

– Text Mining – basic set of terms that are unique to topic 

– Multiple passes – sub-types of content

– Clustering – word or tag clouds

▪ Develop initial rules – per category

– 1.) ½ of training set – add terms to rules – 90-100% recall

– 2.) Test against  ½  of all training sets – remove terms – precision

– 3.) Multiple refinement rounds

▪ Test against more, new content – more terms, refine logic of rules 
– distance operators, utilize metadata - carefully

▪ Develop templates – separate logic and vocabulary

▪ Repeat until “done”



28



29

Text Analytics Workshop

What Makes a Good Term?

▪ Keywords – NO!!!

– Mostly related terms, not terms that indicate what a document is about

– Evidence terms – appear in document about X, not in general

– New project either 0 or over 800 “keywords”

▪ 3 types of evidence terms

– Single phrases that appear in target document and not others

– 2 words/phrases that are near each other (7-10 words)

– Negative terms – if found, discount  - deal with overlapping taxonomy
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Content Structure Models

No Such Thing as Unstructured Text

▪ Documents are not unstructured – poly-structure

– Words, Sentences, and Paragraphs

– Sections and Clusters

▪ Sections –  Variety - “Abstract” to Function “Evidence” 

– Categorization – Title, Sub-title, Abstract, Executive Summary

– Special - Results / Methods / Objectives

– Systemic Text – Acknowledgements, References 

– Data Sections – Major and throughout – Tables, etc.

▪ “Summary” – human judgement on what the document is about

▪ Bag of Words = Bag of S**t
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RWJF Mini-POC: Document Structure
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Content Structure Models

Structure Rules Basic Logic 

▪ Count terms that are in the list and in the first 100 words unless 

there are negative terms within 7 words

▪ Count terms that are in the list and that are within 500 words after 

a Document Summary Indicator unless there are negative terms 

within 7 words

– Document Summary Indicators – 29 terms “Executive Summary”, 

“Issue Brief”, “Abstract”

▪ Terms in the list can be phrases or sets of terms within 7 words of 

each other

▪ Negative terms are ones that often show up but should belong to 

another category – they vary by category

– Child & Family Well-being – “Coverage”, “Obesity”, “Nurses”
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RWJF Mini-POC

Overview Average Scores

Recall Precision Precision Top 10

With Sections 95% 92% 99%

Full Text 71% 41% 81%

Difference 24% 51% 18%
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Text Analytics Workshop

Development: Entity Extraction Process

▪ Facet Design – from Knowledge Audit, K Map

▪ Catalogs – linked data or convert to internal:

– Organization – internal resources

– People – corporate yellow pages, HR

– Include variants 

– Scripts to convert catalogs – programming resource

▪ Build initial rules – follow categorization process

– Differences – scale, threshold – application dependent

– Recall – Precision – balance set by application

– Issue – disambiguation – Ford company, person, car

▪ Unknown entities – NLP rules – “cap cap said”
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▪ Content Type 
– Source of Materials
– DWR,
– Work Order,
– Work Order-Related
– Project Profile

▪ Project No/Contract No/UPC
▪ Location: District, Jurisdiction, 

Route
▪ Type of Work
▪ Award Amount
▪ Manufacturers and Suppliers
▪ Contractors

▪ Materials
▪ Equipment
▪ Pay Items
▪ Work Order Category
▪ Work Issue 

– Drainage
– Utility
– Weather
– Plan-Related
– Work Zone-Related

Solution Development

Semantic Model – Elements (“facets”)
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Text Analytics Forum (TAF) Introduction

Context: Fact Extraction

▪ Two types

– Find specific entities

• Not all addresses, Company addresses

– Find relationship of two entities

• Company A merges with Company B

▪ Need rules that can process context around key data

– Dictionaries

– Patterns – CAP CAP said

▪ Software selection is a key - rules

– If only ML, poor results
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Text Analytics Workshop

Multiple Fact Extraction – Key Lessons

▪ Need rules that can process context around key data

– Tool and expertise needed 

▪ Separate logic and text – understandable, maintenance

– Previous rules were too complex – went for pages

▪ Add dynamic section identification rules

– Flexible rules needed to handle huge variation in documents

▪ Software selection is a key

– Initial estimates of additional 4 months was too high (expensive) and 

too low (no way to get from here to there)
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Text Analytics Workshop

▪ Applications



Text Analytics Workshop

Process – Hybrid Tagging
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Content Hub

Content 

Metadata

Tagging

Editing

TA / Gen AI 

Suggest Tags

Taxonomy

Categorization Rules

Data Extraction Rules

Documents

Authoring
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Text Analytics Workshop: Information Environment

Metadata – Tagging – Mind the Gap

▪ Tagging documents with taxonomy nodes is tough

– And expensive – central or distributed

▪ Authors – Experts in the subject matter, terrible at categorization

– Intra and Inter inconsistency, “intertwingleness”

– Choosing tags from taxonomy – complex task

– Folksonomy – almost as complex, wildly inconsistent

– Resistance – not their job, cognitively difficult = non-

compliance
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Text Analytics Workshop

Hybrid Model: Content Management

▪ Publish Document -> Text Analytics analysis -> suggestions for 
categorization, entities, metadata - > present to author

– Cognitive task is simple -> react to a suggestion instead of 
select from head or a complex taxonomy

– Feedback – if author overrides -> suggestion for new category

▪ External Information -  human effort is prior to tagging

– More automated, human input as specialized process – 

periodic evaluations

– Precision usually more important 

– Linked Data – How important?  What resources?
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Text Analytics Workshop

Applications: Application Areas

▪ Search and Search-based – Info Apps

▪ Risk management, insurance price optimization

▪ Healthcare – image processing, treatment optimization

▪ Fraud detection, fake news, Anti-Money Laundering

▪ Contextual advertising, rich personalization

▪ Automated chat customer support, etc.

▪ Spam filtering, customer churn prediction, Cybercrime prevention

▪ Social media analysis, Customer and Business Intelligence

▪ Robotics process automation, augmented analytics

▪ All of the above and more
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Text Analytics and Search

Multi-dimensional and Smart

▪ Search continues to underperform

▪ Faceted Navigation has become the basic/ norm

– Facets require huge amounts of metadata

– Entity / noun phrase extraction is fundamental

– Automated with disambiguation (through categorization)

▪ Taxonomy – two roles – subject/topics and facet structure 

– Complex facets and faceted taxonomies

▪ Clusters and Tag Clouds – discovery & exploration

▪ Auto-categorization – aboutness, subject facets

– This is still fundamental to search experience

▪ InfoApps only as good as fundamentals of search



Text Analytics Workshop: Applications

Expertise Analysis

▪ Expertise Analysis 

– Experts think & write differently – process, chunks

▪ Expertise Characterization for individuals, communities, 
documents, and sets of documents

– Automatic profiles – based on documents authored, etc.

▪ Applications:

– Business & Customer intelligence, Voice of the Customer

– Deeper understanding of communities, customers

– Security, threat detection – behavior prediction

– Expertise location- Generate automatic expertise 

characterization

▪ Political – conservative and liberal minds/texts

– Disgust, shame, cooperation, openness 
50
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Social Media Applications

Voice of the Customer / Voter / Employee

▪ Detection of a recurring problem categorized by subject, 

customer, client, product, parts, or by representative.

▪ Analytics to evaluate and track the effectiveness:

– Representatives, policies, programs, actions

▪ Detect recurring or immediate problems – high rate of failure, etc.

▪ Competitive intelligence – calls to switch from brand X to Y in a 

particular region

▪ Subscriber mood before and after a call – and why

▪ Pattern matching of initial motivation to subsequent actions – 

optimize responses and develop proactive steps
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Social Media Applications

Behavior Prediction – Telecom Customer Service

▪ Problem – distinguish customers likely to cancel from mere threats

▪ Basic Rule

– (START_20, (AND, (DIST_7,"[cancel]", "[cancel-what-cust]"),

– (NOT,(DIST_10, "[cancel]", (OR, "[one-line]", "[restore]", “[if]”)))))

▪ Examples:

– customer called to say he will cancell his account if the does 

not stop receiving a call from the ad agency. 

– and context in text

▪ Combine text analytics with Predictive Analytics and traditional 

behavior monitoring for new applications
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Social Media Applications

Pronoun Analysis: Fraud Detection; Enron Emails

▪ Patterns of “Function” words reveal  wide range of insights

▪ Function words = pronouns, articles, prepositions, conjunctions.

▪ Areas:  sex, age, power-status, personality – individuals and 

groups

▪ Lying / Fraud detection:  Documents with lies have

– Fewer and shorter words, fewer conjunctions, more positive 

emotion words

– More use of “if, any, those, he, she, they, you”, less “I”

– More social and causal words, more discrepancy words

▪ Current research – 76% accuracy in some contexts

▪ Part of analytical effort – future research



Text Analytics Workshop

▪ AI and Text Analytics
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Text Analytics Forum (TAF) Workshop

AI and Text Analytics

▪ AI is everywhere and growing

▪ Two early approaches

– Symbolic AI – rules – wrong kind of rules

– Neural networks – ML – too stupid

▪ More memory and faster computers

– Enables sets of neural nets (Deep Learning)

▪ Current Focus – Gen AI and LLMs

▪ We’ve seen this AI hype before

– Starting the trough of disillusionment?

▪ BUT – This is more substantive 
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Text Analytics Forum (TAF) Workshop

Gen AI Basics

▪ ChatGPT and LLMs – AI’s huge leap forward

 –Basically type ahead on steroids – predict next word

 - Keys – scale and transformers

▪ Requires huge amounts of content, huge neural nets

 – GPT-3.5 small = 1.3 B parameters, large = 175 B parameters

 – GPT-4 – rumored to have 1.76T

▪  Applications seem endless – customer support to writing poetry

 – Write a poem in which every word begins with Q

 – Write code, business plans, plan office parties, etc.

▪ Test – sentence  completion

– GPT-3 – 86.4%  - MT-NLG – 87.2 % correct

▪ Small gain for 3x the scale, costs millions

▪ The model is trained on the Selene supercomputer, thousands of GPUs 

– who can afford?
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Analytics Forum (TAF) Workshop

 Gen AI and Text Analytics: Conceptual  Limits

▪ General:

 – Tendency to hallucinate

 – Lack of transparency – no one knows how they work

 – Amount and quality of data needed to train

 – Security issues - Jailbreaks – get Gen AI to  break its own rules

▪ Enterprise:

 – Public vocabulary, not reflective of enterprise language

 – Fine tune with enterprise content – costly, low accuracy 

▪ Mimic human language, not understand.  No common sense

 – No notion of causality – only correlation

 – Humans understand causality by age 1 year

▪ Most popular answer, not necessarily the best

 – Superficial, stereotypical writings

▪ Difficulty with complexity

 – Example: ask should I checkmate?
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Text Analytics Forum (TAF) Workshop

How Overcome Limitations - General

▪ AI Projects fail 2x higher rate than general IT projects

▪ Two Approaches
– Improve Gen AI – Prompt Engineering, RAG

– Add Text Analytics 

▪ Build Text Analytics-LLM Foundation

– Combine text analytics and Gen AI
• Build Foundation – accurate training sets

• Text normalization, noise reduction

• Apply Foundation – within apps, advanced prompts 
• Combine – Gen AI as rough/first drafts  

• Richer contexts – add taxonomies, knowledge graphs 

– Consistent data

– Hidden patterns – feed Gen AI
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Text Analytics Forum (TAF) Workshop

How to Overcome Limitations - Specifics

▪ Enterprise LLM – more control over content

▪ Hallucinations

– Use text analytics to build better training sets

– Auto-classification to check Gen AI output

▪ Transparency

– Auto-summarization – input into asking what features it used 

▪ Training Data

– General – data cleaning, remove dups

– Add context – metadata, summaries, 

▪ Security

– Detect bias, balanced training set

– Jailbreaks – content filtering, intent recognition, sentiment analysis
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Text Analytics Forum (TAF) Workshop

Gen AI and Text Analytics

▪ What do you get by adding TA?  Accuracy!  Which impacts all 

attempts to utilize and analyze documents

▪ Enterprise Weak Link – training sets
– Issue – quality of content – cost of getting good content

– Statistical – there is more bad content than good

– Human curation is expensive and inconsistent (75% agree)

– Search engines not accurate enough

▪ Answer – semi-automatic content curation – auto-categorization 

and human curation

▪ Gen AI provides general answer (Recall, draft), TA adds precision
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Text Analytics Forum (TAF) Workshop

Gen AI and Text Analytics Together

▪ Text Analytics can add structure (conceptual and linguistic) to AI 

– Multiple types of Knowledge Organization

– Taxonomy, ontology, knowledge graphs

– Content structure models – eliminate noise of Bag of Words

– Brain is more than a network – universal language detector

▪ Knowledge Models

– Use in tagging – training sets and more

– Use in prompts – adding context

– Use in applications – variety, platform

▪ Gen AI suggests taxonomy nodes, terms for rules – based on 

documents, general 

▪ Gen AI capabilities – sentiment analysis, summarization, tagging



Text Analytics Workshop

▪ Building a Text Analytics Foundation
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Text Analytics Workshop

Smart Start: Think Big, Start Small, Scale Fast

▪ Think Big: Infrastructure Foundation

– Based on deep understanding of entire information 

environment – Iterative process

– Avoid expensive mistakes – dead end technology

▪ Start Small: Pilot or POC

– Immediate value and learn by doing

– Easier to get management buy-in

▪ Scale Fast: Build on the foundation

– Semantic Infrastructure – catonomies, ontologies

– First project +10%, Subsequent projects – 50%



Text Analytics Workshop

 The start and foundation: Knowledge Audit

▪ Knowledge Map - Understand what you have, what you 
are, what you want

▪ Contextual interviews, content analysis, surveys, focus 
groups, ethnographic studies, text mining

▪ Category modeling – Monkey, Panda, Banana

▪ 4 Dimensions – Content, People, Technology, Activities

▪ Strategic Vision and Change Management

• Format – reports, enterprise ontology

• Political/ People and technology requirements 
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Text Analytics Software

Different Kind of software evaluation

▪ No single leader - Vendors have different strengths in different 
environments 

▪ Map output of K Audit to current software offerings

▪ Select 1-2 for a pilot/POC

▪ POC use cases – basic features needed for initial projects

▪ 2-4 week POC – 2+ rounds of develop, test, refine  / Not OOB

▪ Majority of time is on auto-categorization

▪ False Model – all you need is our software and your SME’s

– Categorization is not a skill that SME’s have

– Rule Building is more esoteric – part library science, part 

business analysis, part cognitive science
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Text Analytics Workshop

POC and Early Development: Risks and Issues

▪ IT Problem - This is not a regular software process

– IT favors fully automatic – poorer results

▪ Semantics is messy not just complex

– 30% accuracy isn’t 30% done – could be 90%

▪ Variability of human categorization

▪ Categorization is iterative, not “the program works”

– Need realistic budget and flexible project plan

▪ Not enough or bad content – need good example documents – 
ML or semantic rules

▪ Anyone can do categorization 

66



67

Text Analytics Workshop

Benefits: Selling the Vision – Mini-POC

▪ One week – build categorization rules to 90% accuracy

– 10 concepts, 20 documents each, simple content model

▪ Something that people can see, touch, play with

▪ Real application with real content

▪ See the value of Taxonomy + Text Analytics

▪ Appeal to all audiences – Taxonomists to KM to technology geeks 

to executives

▪ Start of building a foundation for full enterprise 

– Full POC can build (most of) that foundation
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Text Analytics Workshop

Where in the organization?

▪ Text Analytics impacts all aspects, departments in an 

organization

– Needs input from all departments

▪ Text Analytics requires both IT and Language skills

– Computational Linguistics

▪ IT – often the default – budget and software expertise

▪ KM or Marketing – business focus, business language

▪ Ideal – library -  if it exists (rare).

▪ Text Analytics requires inter-department cooperation 

– Often requires extra-organization resources
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Text Analytics Forum (TAF) Workshop

Select & Build Enterprise LLM

▪ LLM Foundation:

– LLM part of text analytics foundation

– Define Use Cases and Requirements – K Audit
• Open Source vs. Private

– Select LLM – Cloud or specialized SLM

– Fine Tune LLM, merge public and private LLMs

– Security and Compliance – ingest documents, test output

– Cost and Resource Requirements

– Scalability and Performance

– POC/Pilot
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Text Analytics Forum (TAF) Workshop

Fine Tune LLM / Merge LLM and Enterprise Data

▪ Fine-Tuning – basic steps
– Data Collection – mostly automated

– Preprocessing – Hybrid – human and TA

– Training -  see below

– Evaluation – multiple, SME & auto

– Deployment

▪ Multiple Approaches
– Hybrid Models – RAG + data

– LLM Orchestration-frameworks

– API Integration

– Data Augmentation

– Many more



Text Analytics Workshop

▪ Text Analytics and Prompt Engineering
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Text Analytics Forum (TAF) Workshop

Prompt Engineering

▪ Iteratively deriving prompt – 3 parts
– Context – Task – Output format

– Personas – detailed description – suitable for X

– Varieties of prompts – Lance Eliot – 50 types

– NEW – meta-prompts – Open AI – software improves prompt 

before submitting

– Meta – model checks accuracy of other models

▪ Text Analytics Prompt
– Taxonomy/Knowledge Graph – incorporate into context

– Apply auto-categorization, tags into context

– Iterate through taxonomy – top down
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Text Analytics Forum (TAF) Workshop

Prompt Engineering – Example Types

– Persistent Context – prepend to all/some prompts

– Multi-Persona Prompting – you are Lincoln meeting Gandi

– Chain-of-Thought (CoT) Prompting - telling generative AI to proceed in a 

stepwise fashion 

– Retrieval-Augmented Generation (RAG) Prompting – combine data/search 

results with prompt

– Chain-of-Thought Factored Decomposition Prompting - prod the generative 

AI to generate a series of sub-questions and sub-answers

– Skeleton-of-Thought (SoT) Prompting – produce an outline, itself or with 

CoT

– Self-Reflection Prompting – think about your answer

– 43 other types



Text Analytics Workshop

Conclusions

▪ Text analytics and Gen AI – mutual enrichment

– AI needs concepts, new kinds of structure

▪ AI for categorization not ready for prime time

– Great for data and patterns,  emerging trends

▪ Text analytics turns “unstructured” content into data

▪ Categorization is the brains of the outfit 

– Smart applications, makes everything else smarter

▪ Text analytics and Gen AI best approached as infrastructure – 

platform for multiple applications

▪ Future = multiple integrations of methods, applications
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Questions? 

Tom Reamy

tomr@kapsgroup.com

KAPS Group

Knowledge Architecture Professional Services

http://www.kapsgroup.com
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Additional Reading

▪ What is Smarter and Safer than Chat GPT? - KAPS Group

▪ There is No Such Thing as Unstructured Text - KAPS Group

▪ Enterprise AI's Weak Link - KAPS Group

▪ Lessons from Chess for Gen AI - KAPS Group

▪ Benefits of Text Analytics for Data-Driven Insights and AI 

Initiatives (progress.com)
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https://kapsgroup.com/what-is-smarter-and-safer-than-chat-gpt/
https://kapsgroup.com/There-is-No-Such-Thing-as-Unstructured-Text/
https://kapsgroup.com/what-is-smarter-and-safer-than-chat-gpt-3-2/
https://kapsgroup.com/Lessons-from-Chess-for-Gen-AI/
https://www.progress.com/blogs/the-benefits-of-text-analytics-for-data-driven-insights-and-ai-initiatives
https://www.progress.com/blogs/the-benefits-of-text-analytics-for-data-driven-insights-and-ai-initiatives
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