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Introduction: KAPS Group

▪ Network of Consultants and Partners - 2002

▪ Text analytics consulting: Strategy, Development-taxonomy, text 
analytics foundation & applications

▪ Mini-Projects – get started or take to next level

– Strategy, Mini-POC - Categorization

▪ Partners – Expert AI, Megaputer, SAS, Smart Logic, Lexalytics, BA 
Insight, BiText, Synaptica

▪ Clients: Genentech, Novartis, Northwestern Mutual Life, Financial 
Times, Hyatt, Home Depot, Harvard, British Parliament, Battelle, 
Amdocs, FDA, GAO, World Bank, IMF, IFC, Dept. of Transportation, 

RWJF, Intel, Kellogg Foundation, Foundry (IDG), etc.

▪ Presentations, Articles, White Papers – www.kapsgroup.com

▪ Program Chair – Text Analytics Forum

http://www.kapsgroup.com/
http://www.text-analytics-forum.com/2017/
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A treasure trove of technical detail, likely to become a definitive 

source on text analytics – Kirkus Reviews 

Book sign-M-6-6:30, T-5:30-6, W-3:14-4



Categorization Basics
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Text Analytics Development: Categorization Basics

▪ Representation of domain knowledge – taxonomy, ontology

▪ Categorization – Most basic to human cognition

– Most difficult to do with software

– Explicit subject, tacit knowledge, sentiment, expertise

▪ Beyond Categorization – making everything else smarter

– Disambiguation – within categorization and entity extraction

▪ No single correct categorization

– Women, Fire, and Dangerous Things

▪ Building blocks

– Taxonomy, Content, Supplementary Resources
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Content

Documents, Feeds, Social Media posts, Text, Metadata, etc. 

Auto-categorization Topic Discovery

Data Extraction Fact Extraction 

Text Mining Language Detection

Auto Summarization Trend Analysis

AI Text Generation

Sentiment Analytics Auto-translate

Taxonomy

Ontology

K Graphs Structured Data

Applications

Search, KM, Sentiment Analysis, Pharma

Finance, Trend Analysis, Topic Discovery

Databases

K Bases
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Auto-Cat for Superior Accuracy

Categorization Techniques – Two Basic Approaches

▪ Machine Learning – Bayesian, Vector space, CNN, RNN

– Create a statistical/neural net signature and compare new 
content 

– Results are poor, difficult to improve, needs large numbers of 
representative documents

▪ Categorization language - AND, OR, NOT

• Advanced – DIST(#), ORDDIST#, PARAGRAPH, 
SENTENCE

• Good results, flexible and power – DIST, etc.

• Need to learn a categorization language 
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Text Analytics Workshop

Machine/Deep Learning and Rules

▪ Current trend – how to combine

▪ Claim – ML is faster to develop – only if unsupervised – typically 
bad results

▪ Selecting documents takes time and effort – and difficult to do 
well

▪ Rules (and Taxonomy) can provide structure and better training 
sets

▪ ML can provide terms for rules

▪ Categorization rule consists of logic and sets of evidence terms



Creating the Right Foundation
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Auto-Cat for Superior Accuracy

The start and foundation: Knowledge Audit

▪ Knowledge Map - Understand what you have, what you 
are, what you want

▪ Contextual interviews, content analysis, surveys, focus 
groups, ethnographic studies, Text Mining

▪ Category modeling – Monkey, Panda, Banana

▪ 4 Dimensions – Content, People, Technology, Activities

▪ Strategic Vision and Change Management

• Format – reports, enterprise ontology

• Political/ People and technology requirements 
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Auto-Cat for Superior Accuracy

Creating the Right Foundation

▪ Right Software

– Taxonomy Management, Content Management, editing rules, 
testing, refinement

▪ Good Taxonomy – orthogonal, Embodied Taxonomy – DOT

▪ Content Analysis  -TM, content types

▪ Good content – all categorization starts with example documents

▪ User research

▪ Process – what is possible in that organization

12



Categorization Rule Development 
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Auto-Cat for Superior Accuracy 

Two Projects

▪ Foundation – Faceted Taxonomies

– Topic - 12 broad Categories

– Large documents

– Complex Rules & Terms – 400+

– Re-tag 4+ tags – Primary Tag only

▪ Publisher – 1,000 node taxonomy, 3-5 levels deep

– Variety of types

• Specific – entity type – Cameras

• Broad concepts – Analytics

– Mostly short documents – 3-5 pages, some longer – 10-20 pages

– Re-tag all – current 1 – 60 tags – Primary & Seconary Tag 

– Develop a hybrid tagging application
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Auto-Cat for Superior Accuracy

Two Projects – Content Structure

▪ Foundation – Metadata and Internal Text

– Title

– Subtitle

– Abstract

– Text Indicators

▪ Publisher  - Metadata and Internal Text

– Title – highest

– Description - highest

– Sub-headline – Higher

– H2 rules – High

– First Three Sentences - High

– Body – Normal
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Auto-Cat for Superior Accuracy

What Makes a Good Term?

▪ Keywords – NO!!!

– Mostly related terms, not terms that indicate what a document is about

– Evidence terms 

▪ 3 types of evidence terms

– Single phrases that appear in target document and not others

– 2 words/phrases that are near each other (7-10 words)

– Negative terms – if found, discount  - deal with overlapping taxonomy

▪ Good rules have two+ advantages over human tagging:

– Consistency

– Transparency
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Enhancing Accuracy
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Auto-Cat for Superior Accuracy

Measuring Accuracy

▪ What is Accuracy?

– Statistical measure – never 100%

– F-measure – combination of recall and precision

▪ Ask 3 humans and get 2 answers

▪ Two Approaches:

– Ask human – agree with auto-tag

• Maximum – 75%

• Overcome with 3 humans, 2 = success

– Ask human to tag and compare with auto-tag

• Maximum – 90%
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Auto-Cat for Superior Accuracy

Content Structure Rules

▪ Documents are not unstructured – variety of  structures

– Sections – Specific - “Abstract” to Function “Evidence” 

▪ Content Structure Model – taxonomy of content types

– Defined by  Sections – text indicators or metadata

▪ Summary – human judgement on what the document is about

▪ Issues

– Multiple text indicators

– Variability of writing

– Some documents had no sections – use clusters of co-occurring 

terms
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RWJF Mini-POC: Document Structure
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Auto-Cat for Superior Accuracy

Structure Rules Basic Logic 

▪ Count terms that are in the list and in the first 100 words unless 

there are negative terms within 7 words

▪ Count terms that are in the list and that are within 500 words after 

a Document Summary Indicator unless there are negative terms 

within 7 words

– Document Summary Indicators – 29 terms “Executive Summary”, 

“Issue Brief”, “Abstract”

▪ Terms in the list can be phrases or sets of terms within 7 words of 

each other

▪ Negative terms are ones that often show up but should belong to 

another category – they vary by category

– Child & Family Well-being – “Coverage”, “Obesity”, “Nurses”
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Auto-Cat for Superior Accuracy

Overview Average Scores

Recall Precision Precision Top 10

With Sections 95% 92% 99%

Full Text 71% 41% 81%

Difference 24% 51% 18%



Issues, Tips, Techniques
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Auto-Cat for Superior Accuracy

Issues, Tips, Techniques

▪ Rule Templates

– Separate logic and terms, not organic growth of rules and
terms mixed together

▪ Importance of Scope Notes – even with auto-cat

– Important during rule development

– Important if hybrid-auto

▪ Category name in file name

▪ General rule – the more specific the category, the fewer the terms

▪ Empirical – try different weights, different significance thresholds
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Auto-Cat for Superior Accuracy

Conclusion

▪ Importance of content structure model

– Bag of words = Bag of Sh..T

▪ Rounds of refinement

– Step 1 – build recall – more terms

– Step 2 – build precision – fewer terms

▪ Need a minimum of three rounds of refinement

– Round 1 – 90%

– New content accuracy drops, build to 90%

– New content accuracy drops to 80%

▪ Plan on ongoing refinement and governance
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